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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
S5-235139 DraftCR : “Draft CR AIML_MGMT - TS 28.105; Enhancements for AI-ML management”.
3
Rationale
The use cases, potential requirements and solutions have been studied and concluded in TR 28.908. The management capabilities for ML entity loading have been also captured in the AI/ML operational workflow in DraftCR S5-235139.

This contribution is to add the use case and requirements for ML entity loading to the draftCR.
4
Detailed proposal
	1st modified section


5.0
AI/ML operational workflow
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AI/ML operational workflow in the lifecycle of an ML entity, is depicted in Figure 5.0-1.
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Figure 5.0-1: AI/ML operational workflow

The workflow involves 4 main phases; training, emulation, deployment, and inference phase. The main tasks for each phase are briefly described below:

Training phase:

-
ML training: training, including initial training and re-training, of an ML entity or a group of ML entities. It also includes validation of the trained ML entity to evaluate the performance variance when the ML entity performs on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the ML entity needs to be re-trained. The ML training is the initial phase of the workflow. 

-
ML testing: testing of the validated ML entity to evaluate the performance of the trained ML entity when it performs on testing data. If the testing result meets the expectation, the ML entity may proceed to the next phase, otherwise the ML entity may need to be re-trained.
Emulation phase:

-
ML emulation: running an ML entity or AI/ML inference function for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML entity or AI/ML inference function in the emulation environment prior to applying it to the target network or system.

NOTE: 
The emulation phase is considered optional and can be skipped in the AI/ML operational workflow.
Deployment phase:

-
ML entity loading: the process (a.k.a. a sequence of atomic actions) of making a trained ML entity available for use at the target AI/ML inference function. 
The deployment phase may not be needed in some cases, for example when the training function and inference function are co-located.
Editor’s note: 
1.
The relationship between SA5 loading processe and RAN, SA1 (model transfer) and SA2 (NWDAF) processes may be investigated later.
2.
The term “loading” may be revisited.
Inference phase:

-
AI/ML inference: performing inference using the ML entity by the AI/ML inference function.
	Next modified section


6.1
General

Each operational step in the workflow (see clause 5.0) is supported by one or more AI/ML management capabilities as depicted below for each of the operational phases.

Management capabilities for ML training 

· ML training management: allowing the MnS consumer to request the ML entity training, consume and control the producer-initiated training, and manage the ML entity training/retraining process. The training management capability may include training performance management and setting a policy for the producer-initiated ML entity training.  

· ML validation:  ML training capability also includes validation to evaluate the performance of the ML entity when performing on the validation data, and to identify the variance of the performance on the training and validation data. If the variance is not acceptable, the ML entity would need to be tuned (re-trained) before being made available for the next step in the operational workflow (e.g., ML entity testing).
· ML testing management:  allowing the MnS consumer to request the ML entity testing, and to receive the testing results for a trained ML entity. It may also include capabilities for selecting the specific performance metrics to be used or reported by the ML testing function. MnS consumer may also be allowed to trigger ML entity re-training based on the ML entity testing performance requirements.

Management capabilities for ML emulation phase:

Editor’s note: description of Management capabilities for ML emulation phase is to be added later.
Management capabilities for ML entity deployment phase:


· ML entity loading management: allowing the MnS consumer to trigger, control  and/or monitor the ML entity loading process.
Management capabilities for AI/ML inference phase:

· AI/ML inference management 
Editor’s note: description of Management capabilities for AI/ML inference phase is to be added later.
The use cases and corresponding requirements for AI/ML management capabilities are specified in the following clauses for each phase of the operational workflow.
	Next modified section


6.4
ML entity deployment phase
6.4.1
ML entity loading
6.4.1.1
Description
ML entity loading refers to the process of making an ML entity available for use in the inference function . After a trained ML entity meets the performance criteria per the ML entity testing and optionally ML emulation, the ML entity could be loaded into the target inference function(s) in the system. The way for loading the ML entity is not in scope of the present document.
6.4.1.2
Use cases

6.4.1.2.1
Consumer requested ML entity loading
After a trained ML entity is tested and optionally emulated, if the performance of the ML entity meets the MnS consumer’s requirements, the MnS consumer may request to load the ML entity to one or more target inference function(s) where the ML entity will be used for conducting inference.
Once the ML entity loading request is accepted, the MnS consumer (e.g., operator) needs to know the progress of the loading and needs to be able to control (e.g., cancel, suspend, resume) the loading process. For a completed ML entity loading,  the ML entity instance loaded to each target inference function needs to be manageable individually, for instance, to be activated/deactivated individually or concurrently.
6.4.1.2.2
Control of producer-initiated ML entity loading
To enable more autonomous AI/ML operations, the MnS producer is allowed to load the ML entity without the consumer’s specific request. 
In this case, the consumer needs to be able to set the policy for the ML loading, to make sure that ML entities loaded by the MnS producer meet the performance target. The policy could be, for example, the threshold of the testing performance of the ML entity, the threshold of the inference performance of the existing ML model, the time schedule allowed for ML entity loading, etc.
ML models are typically trained and tested to meet specific requirements for inference, addressing a specific use case or task. The network conditions may change regularly, for example, the gNB providing coverage for a specific location is scheduled to accommodate different load levels and/or patterns of services at different times of the day, or on different days in a week. A dedicated ML entity may be loaded per the policy to adapt to a specific load/traffic pattern.
6.4.1.3
Requirements for ML entity loading
Table 6.4.1.3-1

	Requirement label
	Description
	Related use case(s)

	REQ- ML_LOAD-FUN-01
	The MnS producer for ML entity loading shall have a capability allowing an authorized consumer to request to trigger the ML entity loading.
	Consumer requested ML entity loading (clause 6.4.1.2.1)

	REQ- ML_LOAD-FUN-02
	The MnS producer for ML entity loading shall have a capability allowing an authorized consumer to provide a policy for the MnS producer to trigger the ML entity loading.

	Producer-initiated ML entity loading (clause 6.4.1.2.2)

	REQ- ML_LOAD-FUN-03
	The MnS producer for ML entity loading shall be able to inform an authorized consumer about the progress of ML entity loading.
	Consumer requested ML entity loading (clause 6.4.1.2.1) and Producer-initiated ML entity loading (clause 6.4.1.2.2)

	REQ- ML_LOAD-FUN-04
	The MnS producer for ML entity loading shall have a capability allowing an authorized consumer to control the process of ML entity loading.
	Consumer requested ML entity loading (clause 6.4.1.2.1) and Producer-initiated ML entity loading (clause 6.4.1.2.2)
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